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1. INTRODUCTION

On-Line Data Intensive (OLDI) applications, such as
web search, advertising, online retail, social networking,
and software-as-a-service form a major fraction of data
center applications [1, 2]. OLDI applications must of-
ten meet stringent tail (99*" + %) latency constraints
expressed in the form of soft real-time deadlines called
Service Level Objectives (SLOs) [3, 4, 5, 6, 7]. For in-
stance, web search operators seek an SLO that is less
than 300 ms, so that search results feel instantaneous
to end users [8, 9].

One significant source of OLDI latency tails is queu-
ing delays: network interference [10], congestion, hostile
co-runners [11], OS scheduler inefficiencies [3], etc. can
cause request queuing that precipitate SLO violations.
Even if as few as one machine in 10,000 straggles due to
queuing delays, up to 18% of requests can experience a
high latency [10].

Prior works [10, 12] have aimed to reduce queuing
delays by introducing explicit prioritization of requests
to OLDI applications. However, these prior works as
well as modern data centers operate under the assump-
tion that (1) all end-users have the same stringent SLO
expectation and (2) meeting these user-agnostic fixed
SLOs determines the Quality of end-user Experience [13,
14, 15, 16] (QoE). In this paper, we argue that whereas
stringent SLOs must be met for some end-users who
expect to perceive an “instantaneous” response, there
may exist many end-users who have a more tolerant
SLO requirement i.e., QoE is a subjective metric. Re-
laxing the SLO constraint of a more tolerant end-user’s
request in real-time can reduce queuing delays by facil-
itating better request prioritization, thereby improving
the performance and energy efficiency of a data center.

We propose investigating user traits and their cor-
relation (if any) with acceptable OLDI response wait
times. For example, does age, nature of employment,
geographical location, sex, race, or political orientation
(or a combination of subsets of these features) affect a
user’s SLO tolerance? A common opinion is that an
elderly user may be more tolerant [17] than a younger
one. Perhaps such elderly users may be willing to wait
for longer than 300 ms for a web search response than
a younger user. In this paper, we propose prioritizing
requests in an OLDI service’s request queue based on

the SLO tolerance threshold of the end-user who sent
the request.

An “unfair” data center that prioritizes requests in a
user-cognizant manner might be socially controversial.
For example, several modern online retail, online ad-
vertisement, and social media platforms that base their
revenue on tailoring service content in a user-cognizant
manner [18] have been subject to legal scrutiny. How-
ever, we argue that the system proposed in this paper
is not inherently socially controversial or offensive; the
user traits considered might raise ethical concerns. Nev-
ertheless, determining ethical user traits and their SLO
implications is still an interesting scientific question.

In this paper, we propose investigating (1) which traits,
if any, are correlated to a user’s data center performance
expectations? and (2) of these traits, which are ethically
acceptable for use in an “unfair” data center? Given a
set of ethically-acceptable traits, we propose developing
an “unfair” data center, a data center scheduler that sets
request-specific SLOs and routes requests based on the
SLO tolerance threshold of the end-user who sent the
request. While a user’s tolerance threshold may seem
like a qualitative metric, we aim to quantify tolerance
by considering users’ service abandonment rates [19].
Computing user-specific abandonment rates is relatively
simple in applications that establish the identity of the
end-user during login (e.g., social media, online retail,
online advertisement, email, etc).

The “unfair” data center scheduler may also be ex-
tended to set user-specific SLOs based on secondary
factors (e.g., time of day, day of the week, web pages to
be displayed, mobile vs. desktop usage, dedicated mo-
bile apps vs. mobile browser usage, etc). For instance,
a user might anticipate a faster response when they are
at work during the day than during times of respite at
night.

2. MOTIVATION

Most modern OLDI applications must meet fixed re-
sponse latency SLO constraints. For example, web search
operators categorize response latencies greater than 300 ms
as SLO violations. In contrast, we propose setting user-
tolerance-threshold—cognizant service SLOs, to reduce
queuing delays and improve data centers’ perf/watt bud-
gets.
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Figure 1: CDF of the response latency users are
willing to tolerate (sample set size of 30 users): sev-
eral users are willing to tolerate a response latency
greater than the typical SLO of 300 ms
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Figure 2: The Unfair Data Center scheduler design

The idea of an “unfair” data center is based on the
hypothesis that different people may have different re-
sponse latency tolerance thresholds. To verify this hy-
pothesis, we conducted a preliminary study with thirty
individuals from relatively diverse backgrounds. Each
individual was asked to enter the time they were willing
to wait for a web search response, in a user poll. The
results of the poll are shown in Fig. 1. From the graph,
we see that setting flexible user-specific SLOs can pro-
vide a latency head room of ~ 60%, thereby allowing
the more latency-critical requests to drain faster from
request queues. This increase in latency head room
directly translates to better (1) application through-
put and (2) data center performance and energy effi-
ciency [4].

3. SYSTEM OVERVIEW

In this section, we describe the “unfair” data center’s
design and its implications.

3.1 System Design

We describe the “unfair” data center scheduler’s de-

sign for OLDI services where user-specific data is avail-
able after login. For OLDI applications that are igno-
rant of user information (e.g., web search), the “unfair”
data center’s design can be extended to build machine
learning models that estimate user profiles based on IP
addresses associated with requests.

The “unfair” data center scheduler’s operation com-
prises two phases: an offline training phase and an on-
line SLO prediction phase, as depicted in Fig. 2. During
the offline training phase, the scheduler uses run-time
statistics trackers [20, 21, 22, 23] available in modern
data centers to assimilate a data set relating a user and
their tolerance level-influencing traits (may include na-
ture of mobile phone, age, race, sex, geographical loca-
tion, time of day, day of the week, mobile vs. desktop
usage, etc) to their abandonment rate. The scheduler
subsequently uses this data set to train a machine learn-
ing model offline.

During system run-time, the scheduler tracks every
request sent to the OLDI application. When a request
arrives, the scheduler first extracts user-specific infor-
mation that can impact service abandonment (e.g., age)
based on secondary features (e.g., time of day) moni-
tored by fleet-wide profiling tools. We expect this ex-
traction step to not incur any additional overhead as
several OLDI applications already perform user profile
extractions to display user-specific ads, content [18], etc.
The scheduler then feeds the extracted user profile to
the machine learning model to infer the user’s predicted
tolerance score. The scheduler sets an SLO for the user’s
request based on the predicted tolerance score.

3.2 System Design Implications

The “unfair” scheduler may induce some SLO viola-
tions when the predicted SLO latency is greater than
the actual user SLO tolerance threshold. We propose
mitigating such incorrect predictions by tuning the ML
model at frequent intervals. Fleet-wide profiling tools [20]
can be used to track SLO violations. Consequently, user
profiles corresponding to requests that caused SLO vi-
olations can be used to re-train the ML model.

4. RELATED WORK

Prior works have studied the impact of user behav-
ior on abandonment rates. Sitaraman et al. [24] study
the impact of stream quality on user behavior in video
streaming services. They find that: (1) users abandon a
video if the startup time is more than two seconds, (2)
every incremental delay of 1 second increases the aban-
don rate by 5.8%, (3) users with better internet connec-
tion have less patience for startup delays, and (4) users
on mobile devices have the most patience. Brutlag et
al. [25] compare two mock search engines that only dif-
fer in branding and response latency. Their study shows
that when the response time is over 3 seconds, the user is
1.5 times more likely to choose the faster search engine.
However, these prior works relate user interactions to
abandonment rates instead of relating user-specific pro-
file characteristics to abandonment rates and SLOs.



S. CONCLUDING RESEARCH QUESTIONS

“Unfair” data centers raise several interesting research
questions that require detailed exploration to improve
modern data centers’ performance and energy efficiency.

(1) Is the underlying assumption that all end-users
expect extremely stringent latency constraints inher-
ently true?

(2) Which user traits, if any, are correlated to a user’s
response latency tolerance threshold?

(3) Of these traits, which are ethically acceptable for
use in an “unfair” data center?

(4) To what effect can incorrect user-specific SLO pre-
dictions degrade OLDI tail latency?

(5) What are the latency overheads associated with
tracking secondary factors such as time of day?

Furthermore, the key idea of user-specific computa-
tion can be applicable beyond data center SLOs. For
example, a processor’s Dynamic Voltage and Frequency
Scaling (DVFS) settings can be adjusted based on the
performance requirement of the end-user to reduce pro-
cessor power consumption [26]. Similarly, wrist-band
sensors can be designed to predict stress based on the
end-user [27].
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